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Rezumat executiv

In anul 2025, partenerul roman din consortiul proiectului NIHAI — Norme de asertiune in
interactiunea lingvistica dintre oameni si sisteme de inteligenta artificiala a avut ca principal
obiectiv de cercetare fundamentarea conceptuald si sistematizarea literaturii de specialitate
privind normele de comunicare lingvisticd in interactiunile om—inteligenta artificiala.

O prima directie de cercetare in acest sens a analizat interactiunile tinerilor cu companioni
artificiali bazati pe modele lingvistice mari (boti conversationali sociali). Desi aceste
interactiuni pot oferi beneficii emotionale, ele pot amplifica vulnerabilitdti precum
dependenta afectiva, confuzia fictiune-realitate sau asteptari nerealiste. Cercetarea a propus
un cadru de responsabilitate care impune companiilor sa asigure: claritatea limitelor
tehnologiei, evitarea iluziei reciprocitatii emotionale, semnalizarea naturii fictionale a
interactiunii si protejarea utilizatorilor vulnerabili.

O a doua directie de cercetare a explorat normele relationale din cooperarea om-IA, analizand
cum reguli precum increderea, loialitatea sau reciprocitatea functioneaza diferit cand
partenerul este un sistem artificial fara experiente subiective. Cercetarea propune un cadru de
,horme relationale” adaptate cooperdrii om-IA, care clarifica responsabilitatile agentului
artificial, distribuirea raspunderii morale Intre utilizatori, dezvoltatori si institutii, si ajustarea
asteptarilor de comunicare.

Activitatile din aceasta etapa au inclus participarea la doud intalnirii de consortiu, elaborarea
si revizuirea articolelor stiintifice, dezvoltarea platformei publice de comunicare a proiectului
si participarea la conferinte si evenimente internationale. Rezultatele majore constau in
trimiterea spre publicare in reviste internationale a doua articole de cercetare (The Sorrows of
Young Chatbot Users: Harm and Responsibility in Human—AI Relationships si Relational
Norms for Human—AI Cooperation), redactarea a doua articole de cercetare in vederea
publicarii in reviste internationale (Functional Fictionalism si Dark Moves in Human—AI
Interaction), precum si stabilirea cadrului metodologic pentru studiile experimentale
planificate in 2026.

Echipa a contribuit, de asemenea, la diseminarea publica a cercetarii prin conferinte
academice si evenimente de outreach in Marea Britanie, Spania si Romania, consolidand
pozitia consortiului in dezbaterile internationale privind etica comunicarii om—IA.

Gradul general de realizare al etapei este complet, iar activitatile derulate asigura o baza
solida pentru faza experimentala din 2026.



1. Descrierea generala a etapei

Etapa I a proiectului NIHAI — Norme de asertiune in interactiunea lingvistica dintre oameni
si sisteme de inteligenta artificiala s-a derulat in perioada 1 martie—31 decembrie 2025 si a
avut ca scop principal fundamentarea conceptuala si sistematizarea literaturii de
specialitate privind normele de comunicare lingvistica in interactiunile om—inteligenti
artificiala.

Obiectivele de cercetare ale etapei:

e Studiul conceptelor cheie - normele de comunicare lingvistica in interactiunea dintre
oameni si inteligenta artificiala (IA)

e Sistematizarea literaturii de specialitate - interactiunea om-1A

Plan de realizare/ etapa 1 Livrabile realizate/ etapa 1

site proiect si canale social media crearea si administrarea site-ului proiectului si a
canalelor social-media (LinkedIn, Bluesky,
X/Twitter) - https://talkingtobots.net/ si
https://www.ccea.ro/nihai/

1 intalnire de consortiu (Graz) 2 intalniri de consortiu pentru coordonarea
partenerilor si stabilirea planului comun de
cercetare (06/2025, Graz, Austria; 11/2025,
Nottingham, UK)

1 articol de sistematizare a literaturii de | 2 articole de cercetare in evaluare / acceptate
specialitate privind normele de pentru publicare;

comunicare lingivistica in interactiunea | 2 articole cercetare in pregatire (preprint);
dintre oameni si [A

registru online public de date asociat OSF repository cu inregistrarea articolelor
proiectului experimentale din proiect

participare la un eveniment 2 evenimente de cercetare

non-academice de promovare a

rezultatelor cercetarii 4 evenimente publice non-academice

Gradul de implementare al etapei este complet, toate activitatile planificate fiind realizate in
termenii prevazuti in planul de implementare, iar rezultatele obtinute contribuind direct la
atingerea obiectivelor generale ale proiectului.


https://talkingtobots.net/
https://www.ccea.ro/nihai/

2. Rezumatul activitatilor si al progresului stiintific

Echipa romana a consortiului NIHAI a contribuit la conturarea cadrului conceptual al
proiectului prin cercetare teoretica, redactarea si revizuirea articolelor stiintifice, participarea
la conferinte internationale si activitdti de diseminare publica.

2.1. Articole stiintifice (publicate / in evaluare)

1. ,,The Sorrows of Young Chatbot Users: Harm and Responsibility in Human—Al
Relationships” (in curs de publicare, revista internationala Topoi) — Cristina Voinea,
Christopher Register, Sebastian Porsdam Mann, Julian Savulescu si Brian D. Earp
(Voinea coautoare in echipa NIHAI)

Lucrarea examineaza interactiunile cu compani-oni artificiali bazati pe LLM-uri ca forme de
angajament fictional, comparandu-le cu lectura sau jocurile video si analizand
responsabilitatea morald a companiilor dezvoltatoare pentru eventualele prejudicii produse
utilizatorilor. Studiul argumenteaza cd, desi aceste interactiuni pot avea beneficii emotionale
sau terapeutice, ele pot totodata amplifica vulnerabilitati — cum ar fi dependenta afectiva,
confuzia dintre fictiune si realitate sau formarea unor asteptari nerealiste cu privire la
capacititile si intentiile sistemelor. In acest context, este propus un cadru de responsabilitate
care pune accent pe modul in care companiile trebuie sa proiecteze si sd reglementeze
comunicarea dintre oameni si agenti artificiali: claritatea asupra limitelor tehnologiei, evitarea
iluziei reciprocitdtii emotionale, semnalizarea corectd a naturii fictionale a interactiunii si
implementarea unor mecanisme menite sd protejeze utilizatorii vulnerabili. Lucrarea sustine
ca normele de comunicare om—IA nu reprezintd doar o chestiune tehnica sau stilistica, ci una
morala fundamentald, intrucit modul in care [A ,,vorbeste” cu oamenii poate influenta direct
bunastarea si autonomia acestora.

2. ,Relational Norms for Human-AlI Cooperation”, Earp et al. (Mihacla
Constantinescu si Cristina Voinea coautoare din echipa NIHAI) — in evaluare

Articolul abordeaza normele relationale care guverneaza cooperarea omului cu IA. Sunt
discutate situatii in care reguli precum increderea, loialitatea, responsabilitatea partajatd sau
asteptarile de ,,reciprocitate” functioneaza diferit atunci cand partenerul de cooperare este un
sistem artificial, incapabil de experiente subiective. Pe aceastd baza, articolul propune un
cadru de ,,norme relationale” adaptate cooperarii om—IA, care sa clarifice ce fel de
responsabilitati poate avea un agent artificial, cum ar trebui distribuita raspunderea morala
intre utilizatori, dezvoltatori si institutii si in ce fel trebuie ajustate asteptarile noastre de
comunicare si cooperare. In acest sens, contributia subliniaz ci dezvoltarea IA cooperativa
nu poate ignora intrebarea: ce fel de norme de comunicare si relationare sunt adecvate pentru
o ,relatie” cu entitdti artificiale menita sa preia roluri umane?



2.2. Articole stiintifice (preprint)

1. ,,Functional Fictionalism and the Nature of LLM Assertions”, Zorila, Voinea,
Figura si Constantinescu — preprint

Lucrarea investigheaza modul in care utilizatorii ajung sa trateze raspunsurile chatbot-urilor
bazate pe modele mari de limbaj (LLM) ca afirmatii epistemic semnificative, desi aceste
sisteme nu detin stiri mentale, intentii sau capacitate de intelegere. Pornind de la tensiunea
dintre teoriile metasemantice dominante, care considera limbajul produs de LLM-uri lipsit de
sens literal si practicile curente de utilizare, articolul propune o teza dubla: (1) interactiunea
cu chatbot-urile se bazeaza pe un cadru fictionalist de tip ,,make-believe”, prin care
utilizatorii trateaza sistemele ca interlocutori; iar (2) comportamentul lingvistic al LLM-urilor
simuleaza functional actul asertiunii, generand aparenta unei intentii de a spune adevarul si
activand mecanisme de incredere specifice marturiei umane.

2. ,Dark Moves in Human-AlI Interaction”, Tofan,Voinea, Dancu, Figura, Skokzen,
Kandul, Soitu, Tanculescu-Popa, Ceocea, Zorila, si Constantinescu — preprint

Analiza sistematica a literaturii privind strategiile conversationale manipulative sau
daunatoare (,,dark moves”) utilizate de sistemele LLM. Studiul cartografiaza tipuri recurente
de astfel de strategii — de la presiuni subtile asupra deciziilor utilizatorilor si formuldri care
induc dependenta sau conformism, pana la prezentarea selectiva sau inseldtoare a
informatiilor — si arata ca, in pofida ingrijorarilor crescande, cercetarile existente folosesc
adesea notiuni vagi si metodologii eterogene. Lucrarea identifica lacunele conceptuale si
metodologice din acest domeniu si argumenteaza pentru nevoia unui vocabular mai precis si
a unor protocoale standardizate de evaluare a ,,dark moves” in interactiunile om—IA. In acest
cadru, normele de comunicare capdtd un rol central: pentru a putea preveni si reglementa
astfel de strategii, este necesar un set explicit de principii privind onestitatea, claritatea,
evitarea presiunii psihologice si protejarea utilizatorilor vulnerabili in conversatiile cu
sistemele Al.

3. Prezentarea rezultatelor cercetarii

Echipa roméana NIHALI a participat activ la intalnirile de consortiu NIHAI, precum si la
evenimente stiintifice si de popularizare, contribuind la vizibilitatea proiectului si la
promovarea dezbaterilor etice privind comunicarea om—IA, precum si la crearea de punti
intre mediul academic si cel public privind utilizarea responsabild a IA conversationale.



3.1 Intélniri de consortiu

1. Kick-off conference - ,,Al Assertion”, Universitatea din Graz, Austria, 22-
23.06.2025.

Conferinta interdisciplinard de lansare a proiectului NIHAI, care examineaza natura asertiunii
in IA prin perspectivele filosofiei, stiintelor cognitive, lingvisticii si interactiunii om-IA.
Conferinta analizeaza cand si cum pot fi considerate sistemele de 1A ca asertori si cum se
compara acestea cu actele de vorbire umane; daca normele conversationale existente se aplica
IA sau daca sunt necesare standarde noi; responsabilitate si asumarea raspunderii in
comunicarea mediata de IA, in special 1n cazurile de neintelegere sau inselaciune; modul in
cae functioneaza concepte precum increderea si normativitatea in interactiunea om-IA si daca
increderea in utilizarea limbajului de catre A este justificatd sau gresit plasata.

2. Conferinta ,,Knowledge Exchange for Slow Hope” organizata la Nottingham in
perioada 24-25.11.2025

Eveniment care a reunit toate echipele de cercetare HERA/CHANSE Cerisis pentru doua zile
de schimb de idei, reflectie si consolidare comunitari. Intalnirea a oferit o oportunitate
valoroasa de a impartasi evolutiile din cadrul proiectelor si de a intéri spiritul colaborativ care
anima aceasta retea extinsd de cercetare.

3.2. Conferinte si prezentari stiintifice

1. “Can We Talk? The Ethics of Human—AI Communication”, LLMs @ Oxford,
poster talk, Department of Computer Science, University of Oxford, 14 septembrie
2025.

Cristina Voinea discutd in aceasta prezentare normele si responsabilitatile care ar trebui sa
ghideze interactiunea dintre oameni si sistemele de inteligenta artificiala. Cristina examineaza
felul in care comunicarea cu modele lingvistice avansate modeleaza perceptiile,
comportamentele si deciziile utilizatorilor si argumenteaza in favoarea unor reguli etice ferme
privind transparenta, limitarea potentialului de manipulare, respectarea autonomiei umane si
gestionarea realisti a asteptirilor. In esentd, posterul pune in discutie cum putem construi un
cadru de comunicare cu Al-ul care sa fie nu doar eficient, ci si moral legitim, sigur si
responsabil.



3. “How Should We Live Well with LLMs?”, Al for Flourishing Conference, keynote,
University of Navarra, 30 iunie 2025.

Mihaela Constantinescu ofera in aceasta prezentare un raspuns la intrebarea Cum ar trebui sa
convietuim bine cu LLM-urile? folosind cadrul eticii virtutii. In traditia antica a eticii virtutii,
modul 1n care cineva ar trebui sd traiascd este fundamentat pe o conceptie a infloririi umane
ce are 1n centrul sdu virtutea (areté). Aceasta perspectiva nu intreaba doar ,,ce este permis?"
sau ,,ce maximizeaza utilitatea?”, ci mai degraba ,,ce fel de persoana ar trebui sa fiu?” si ,,cum
pot sa infloresc ca fiintd umand?”. Aplicatd la interactiunea cu LLM-urile, etica virtutii ne
indeamna sa evaluam critic modul in care aceste tehnologii ne modeleaza caracterul si
capacitatile cognitive. Astfel, utilizarea modelelor lingvistice mari pentru inflorirea umana
trebuie sa tind cont de viciile acestor modele — tendinta lor de a genera informatii plauzibile
dar inexacte, de a reproduce prejudecati, sau de a crea iluzia intelegerii fara substanta reala.
Mai important, trebuie sd evitim delegarea unor sarcini cognitive esentiale — gandirea critica,
creativitatea autenticd, judecata morald, rezolvarea complexa de probleme — care ar putea
duce, in cele din urma, la o debilitare umana. Intrebarea centrald devine: folosim LLM-urile
ca unelte care ne amplifica virtutile — curiozitatea intelectuala, intelepciunea practica,
capacitatea de discerndmant — sau le permitem sd submineze aceste calitdti prin dependenta
excesiva si atrofiere cognitiva?

3.3. Activitati de diseminare si comunicare publica

1. “Automated Moral Reasoning”, programul de popularizare BiteSize Ethics 2025 —
Ethics in the Age of Al, Uehiro Oxford Institute, 13 august 2025.

Cristina Voinea porneste in aceastd prezentare de la observatia ca oamenii tind sd aiba
incredere in Al pentru decizii practice, dar devin reticenti atunci cand miza este morala,
prezentarea subliniazd ca nu exista incd un cadru matematic general acceptat pentru
rationamentul etic, ceea ce face automatizarea moralitatii deosebit de problematica. Legatura
cu normele de comunicare om—Al apare in accentul pus pe necesitatea ca sistemele sa
comunice clar limitele propriilor ,,capacititi morale”, incertitudinile si presupunerile pe care
le folosesc, astfel incat utilizatorii sd nu fie indusi in eroare, sa isi poatd pastra autonomia si
si inteleagd cand isi asuma ei insisi responsabilitatea finala. In acest sens, prezentarea
argumenteaza ca orice proiect de automatizare a rationamentului moral trebuie insotit de
norme riguroase de transparentd, onestitate si non-manipulare in interactiunea cu utilizatorii.

2. Prezentare despre etica interactiunilor om—IA 1n fata unei delegatii a Department for
Science, Innovation and Technology (DSIT), Guvernul Marii Britanii, 30
septembrie 2025.

Cristina Voinea abordeaza in aceasta prezentare provocdrile normative care insotesc
integrarea sistemelor inteligente in spatiul public si in procesele institutionale. Expunerea a



evidentiat riscurile legate de opacitatea modelelor avansate, de posibila influentare a
utilizatorilor prin formulari persuasive si de tendinta oamenilor de a supraestima
competentele sistemelor automate. In acest context, a fost subliniata importanta stabilirii unor
norme de comunicare clare intre oameni si Al, norme care sa impuna transparenta,
delimitarea explicitd a limitelor tehnologice, responsabilizarea utilizatorilor si evitarea
oricaror forme de manipulare sau inducere in eroare. Prezentarea a insistat ca dezvoltarea si
implementarea IA la nivel guvernamental trebuie sd fie insotite de standarde robuste de
comunicare eticd, pentru a sustine increderea publica si decizii informate.

3. Discutie publica despre utilizarea responsabild a LLM-urilor, evenimentul de business
si inovatie IMPACT Hub Bucharest, 17 septembrie 2025

Mihaela Constantinescu discuta alaturi de antreprenorul Dragos Stanca despre expansiunea
inteligentei artificiale generative in educatie: cum amplificdm valorile umane fara a le eroda
si cine poarta responsabilitatea pentru asta? Distinctia dintre utilizare responsabila si abuz
devine esentiald. Abuzul se manifesta prin frauda academica, dar problema mai profunda este
decdderea cognitiva. Studii recente, inclusiv de la MIT, arata ca utilizarea excesiva a Al
diminueaza activitatea cerebrald si memoria. Daca tinerii se bazeaza pe LLM-uri pentru a
accesa cunoasterea fara efort intelectual propriu, riscdm atrofierea capacitatilor cognitive.
Solutia consta in cultivarea gandirii critice — cea mai buna lentild pentru utilizarea tehnologiei
in secolul XXI. Cu discernamant critic, inteligenta generativa devine un instrument excelent
pentru inflorirea umana, nu pentru subjugare cognitiva. Educatia trebuie sa echilibreze
inovatia cu protejarea capacitatilor fundamentale, asigurand ca tehnologia serveste
dezvoltarea umana autentica, nu o submineaza.

4. Masa rotunda ,,Cunoastere in era inteligentei artificiale”, un eveniment organizat
in cadrul proiectului Biblioteca Alifanti si gazduit la Rezidenta 9, programat pentru 5
decembrie 2025.

Alexandra Zorila, bursier in cadrul proiectului, se alaturd in cadrul aceste mese rotunde unui
grup de cercetatori, cadre universitare, artisti si profesionisti interesati de impactul
tehnologiilor emergente asupra modului in care productia si circulatia cunoasterii se
transforma in contextul dezvoltarii accelerate a modelelor mari de limbaj (LLM). Temele
includ: statutul epistemic al outputurilor generate de LLM-uri, limitele si riscurile lor,
modificarile in dinamica expertizei, aparitia noilor forme de ,,cunoastere asistata” si
implicatiile etice asociate utilizarii unor sisteme non-agentiale in activitati traditional umane
(analiza, sinteza, comunicare, creativitate).



5. Dificultati si planuri pentru etapa urmatoare

Etapa I s-a desfasurat conform planificarii generale, fara intarzieri majore. Principalele
provocari au fost legate de coordonarea internationald a echipelor in procesul de redactare a
articolelor si de timpii prelungiti ai procesului editorial (peer review).

Pentru etapa a II-a (2026), echipa romana va:

dezvolta designul studiilor experimentale online si de laborator;
colabora la redactarea articolului empiric bazat pe aceste studii;
continua publicarea rezultatelor teoretice incepute in 2025;
actualiza si extinde registrul public de date.

Director Proiect:
Mihaela Constantinescu
Universitatea din Bucuresti — Facultatea de Filosofie



